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Introduction

I. Feature Engineering

”Feature engineering refers to the process of using domain knowledge to select and transform the most
relevant variables from raw data when creating a predictive model using machine learning or statistical
modelling.” In this competition, this is particularly the case as we are dealing with dates, urban and
geographical types and the geometry of each data which all have a deep meaning on the way to classify
them. We managed to create more than 400 features using the fact that our final model was performing
feature selection. There are too many individual features to list, but the general categories that they fall
into are detailed below.

Dates

In order to exploit the given dates, we first split all the dates into new features : day,month, year. Then
we compute the gap between each date and add these as new features as well.

Categorical features: Urban, Geographical, Change Status

We replaced the Urban types and geopgraphy types columns by many columns encoding their contents
with binary attributes.

Geometry

A good way to differentiate roads from other projects would be to extract the road’s length and width as
a feature. A road will have a high length/width ratio, while other projects won’t. These features (length,
width, and their ratio) could also be useful features in general.

Closest Neighbours discovery

Running out of ideas, we decided to investigate in further detail the test and train dataset provided. We
discovered that the datasets were not shuffled and that it was blocks of buildings from the same satellite
view. Taking advantage of this, we added lots of features corresponding to some major characteristics
(area, perimeter, ratio, representative points...) of the k closest neighbour being in a certain radius
intending to make our model understand the links between high-density residential districts and industrial
areas. Adding the density of buildings to a distance also helps the model.

This is the idea that generates most of our features, because we can harvest information from all the
original features of each neighbor, and then add means.
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Figure 1: Road visualization. Figure 2: Commercial visualization.
Figure 3: Neighborhood visual-
ization.

II. Model tuning and comparison

Select the best model

Even though experience tells us that using Gradient Boosting models such as CatBoost, LightGBM or
XGBoost are must-use techniques for winning tabular competitions in most of the cases, we are going
to investigate thoroughly every models that we encountered in the course to stick with the instructions.
Using very basic features engineering (that allowed us to reach > 68% on the public leaderboard) in
order not to overload the workload and the time spent on the competition as our final feature engineered
dataset takes a very long time to train (30min-1h), we got the results summed up in the table below:

Figure 4: Benchmark of different models

Without surprise, gradient boosting methods reveal to be the most cutting-edge models for this
competition. Even though F1 score is used for the competition here we did not use Mean F1, hence
it is more interpretable and coherent to evaluate our models using the MCC as it takes into consideration
the imbalanced of the data to classify.

Remark: SVM using a Linear Kernel is absolutely a ”no-no” as the features do not fit into any linear
classifier solution.

Let’s switch to deep models. Indeed, for tabular data using simple machine learning algorithms often
do the trick but some networks perform relatively well and can even outperform gradient boosting ones.
We test two different kinds of networks:
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1. Tabular Networks such as TabTransformer or TabMLP in an attempt for our model to understand
correlation and hidden relation between features that our feature engineering might not have cap-
tured. (≈ 0.61 on kaggle)

2. Simple Deep Networks such as Self-Normalizing Neural Network (SNN) and Gated Recurrent Net-
work (GRN) showed great results in some Kaggle tabular competitions. (≈ 0.63 on kaggle)

The conclusion is that SNN surpasses other Neural Network tested but it did not manage to reach the
level of LightGBM, CatBoost and XGBoost. Thus, we have chosen to use XGBoost as our final model to
fine-tune.

Fine tuning and baseline

We trained all of our models using 10-fold cross-validation in order to keep track of the changes of
hyperparameters that led to the best results.

XGBoost has many hyperparameters. The most important ones are :

• The learning rate η

• λ and α two regularizer parameters

• The number of samples per tree

• The number of features per tree

• The number of trees. This one will be replaced by a callback function to early stop the training if
there is no gain in terms of loss.

All the other hyperparameters are tuned by hand to have a better understanding of the influence of
each parameter.

Conclusion

Using only tabular data is a big restriction for better results as well as the highly imbalanced datasets
provided for training the model. Indeed, under-represented classes (4,5) were abandoned automatically
during training and class 2 and 3 are too highly correlated as a commercial building is just from above
a residential one in terms of geometry and often located among residential residences resulting in lots
of misclassification between both classes. We plotted the number of misclassified instances between to
training results and it appears that almost 10% of the predicted train data are confused about those two
classes.

Figure 5: District with residential and
commercial building.

Figure 6: Misclassified classes between two
runs.
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